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Abstract

Cascading failures are crucial issues for the study of survivability and resilience of our infras-
tructures and have attracted much interest in complex networks research. In this paper, we
study an overload-based cascading failure model and propose defense strategies to mitigate the
damage from such cascading failures. We design a novel core-periphery network topology that
is robust to cascading failures, as hard strategy. For soft strategy, we assign adjustable weights
to individual links of a network and control the weight parameter to effectively modify the in-
formation flow and the routing patterns in the network without changing its given topological
structure.
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1 Model

It has been suggested [1] that the information flow
across the network – namely, the load L, can be
captured well by the betweenness centrality, which
can be calculated as the number of shortest paths
that pass through a node when flow is sent from
each available generation node to each distribution
node. The capacity of a node is defined as the
maximum load that the node can handle

Ci = (1 + α)Li(0), i = 1, 2, ..., N (1)

where 0 ≤ α ≤ 1 is the tolerance parameter, Li(0)
is the load of node i at time step t = 0, and N is
the initial number of nodes in the network.
Suppose that si(t) represents the state of node i

at time step t. A very simple condition to recognize
that node i will fail or not at time step t is the
following relation

si(t) =

{
1, if Li(t) > Ci

0, otherwise

}
(2)

where si(t) = 1 indicates that node i will fail at
time step t, and si(t) = 0 indicates that node i will
be safe.
We quantify the robustness of a network using

G, which is the ratio of functional nodes in the
Largest Connected Component before and after a
cascading event caused by the failure of some nodes
with highest loads

G = N/N ′ (3)

where N and N ′ are sizes of the Largest Connected
Component of the network before and after cas-
cade, respectively.

2 Hard Strategy

Based on the fact that, the connection between
hubs plays a key role in preserving the connectivity
of the whole network when some hubs with high
load, fail, and the Intentional Removal of nodes
with small loads could drastically reduce the dam-
age of cascades [2]. We build a network in two
simple steps, as shown in Figure1.

Figure1: The design mechanism of proposed network.

A predetermined resource to construct the net-
work that consists of N nodes and M links is as-
sumed. First, n complete graph is built to form the
core of the network. Then, new nodes are added
such that each node has only one link to the exist-
ing core until the predetermined number of nodes
N is reached.
New nodes are added to an existing node with a

probability that is proportional to its degree in the
case of preferential attachment, or with a probabil-
ity based on a uniform probability distribution in
the case of random attachment. The networks ob-
tained by preferential attachment are referred to as
Core Preferential Attachment CPA networks and
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networks that are obtained by random attachment
are referred to as Core Random Attachment CRA
networks.

Figure2: Comparison of robustness for the pro-
posed CPA and CRA, scale-free SF , and ran-
dom RND networks for the case α = 0.

The resulting robustness of each network with
N = 500 and M = 1000 when the severity of the
initial failures is varied, is shown in Figure2. As
the initial number of removed nodes increases, the
robustness G decreases, indicating networks with
low performance. As seen, even when α is the low-
est value (α = 0), the proposed networks have a
stable performance, and much higher than others.

3 Soft Strategy

We assume that a weight of an arbitrary link con-
necting a node i and j is assigned proportionally
to the connectedness of the two nodes as follows

wij = aij(kikj)
β (4)

where aij is the element in the ith row and jth

column of the adjacency matrix of the network. ki
and kj is the degree of node i and j, respectively,
and β is the weight control parameter.
The weight of a path from a node m to node n,

that passing thought a set of l intermediate nodes
S = 1, 2, ..., l is the total link weights including in
the path

wm→n =

l−1∑
i=1

wij , j = i+ 1 (5)

from which, the shortest path on the weighted net-
work, within all possible weighted paths between
m and n can be obtained. Then, the load of a
node i can be approximated by the total number
of shortest weighted paths that pass through that
node.
We conduct simulations with some realistic net-

works such as: the top 500 busiest commercial air-
ports in the U.S; the Euro-road network; the e-mail

Figure3: Network robustness of the Top 500 air-
ports, Euro-road, E-mail and US power grid as
the function of the tolerance parameter α and
weight control parameter β. Hot colors show
the area of high robustness and cold colors cor-
respond to the rest.

network; and the power grid of the Western States
of the U.S.
As shown in Figure3, we can classify strategies

that enhance network robustness into four follow-
ing classes by the proposed routing strategy: (a)
Hub avoidance strategy (β > 0): efficient for top
500 airports network; (b) Hub oriented strategy
(β < 0): efficient for Euro-road network; (c) Strat-
egy that increases the tolerance parameter: effi-
cient for E-mail network; (d) Strategy of both hub
avoidance (β > 0) and increase of the tolerance
parameter: efficient for U.S power grid network.

4 Conclusions

In this paper, we proposed strategies to en-
hance network robustness against cascading fail-
ures caused by overload mechanism. We could de-
sign robust CPA and CRA networks from scratch,
or modify the flow of the given network without
impacting to its topological structure. Our strate-
gies may contribute to existing strategies because
of the effectiveness and the availability for critical
infrastructure networks.
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